
 

 

 

 

 

 The Path to SD-WAN 
Abstract 

As organizations move to become Digital Enterprises, we see the traditional 

network, storage and compute infrastructure is increasingly software defined. The 

requirements for speed, flexibility, scalability and the movement from capital to 

operational expenses are driving this trend. Innovations such cloud computing, 

virtual machines, containers, edge-computing, and virtual storage are removing the 

limits on the compute/storage by providing independence from the underlying 

physical assets. Software Defined Wide Area Networks are driving the transition of 

networking (transport) in much the same way. 

Software Defined Wide Area Networks (SD-WANs) promise to help enterprise 

networks run faster, better and at a lower price point while improving security. 

These purported benefits have led to rapid growth in the SD-WAN space with 

CAGR in the 70% range. Cloud, mobility, IoT, and edge computing are disrupting 

traditional networking models for connecting users and devices to services, 

applications, and data. This movement to the edge also supports the high SD-WAN 

growth. 

Historically SD-WANs represent the 4
th
 generation of Wide Area Networks and 

totally transform the way WANs are designed and built. Most research to date in 

this area focuses on the benefits of SD-WANs, but weôll not only cover the value of 

SD-WANs, but the reality of how and when SD-WANs be used most effectively, 

architectural approaches and associated trade-offs. Every enterprise network is 

unique and selecting and implementing an SD-WAN strategy is a complex process. 

SD-WANs provide improved network performance and security as applications can 

be hosted anywhere in the cloud and users are mobile and everywhere. The 

software part means that routing and security can be run on commodity hardware, 

virtualized infrastructure, or within a cloud hosted environment. The future is 

clearly SD-WANs and this report will walk you through the benefits, architecture, 

roadblocks, planning process, migration and deployment guidelines.   
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Executive Summary 

SD-WANs represent the 4
th
 generation of WANs and are a total transformation in the way 

WANs are designed, built, and managed. IP networks are more important now than ever to 

ensure performance and the security of applications that are hosted anywhere (on-premise, in the 

cloud) and mobile users who are everywhere.   

The challenge in building and managing SD-WANs is that every enterprise and government 

agency has unique requirements and approaches for building their networks. With 5x network 

bandwidth growth projections, a requirement to ensure 99.999% reliability, and support for the 

24/7 Digital Enterprise, WAN transformation is a significant undertaking. 

The promise of SD-WANs is to make networks faster, better, cheaper, and more secure. While 

there are some trade-offs in these variables, early adopters of SD-WANs report they see benefits 

in all areas. This early success is driving the substantial expected growth in this space. The table 

below summarizes the differences between current traditional WANs and the future-state moving 

to SD-WANs. 

Architecture  Todayôs WAN Tomorrowôs SD-WAN  

Security Model Perimeter and Trusted 

Inside 

Zero Trust, w/o Borders 

Routing & SLAs Static & Based on Link Dynamic & Based on 

Apps 

Provisioning Manual Automated & Zero Touch 

Service Provider Few Selected Providers Any Provider 

Capacity Allocation Purchased in Advance Elastic, On-Demand 

Transport  MPLS MPLS, EPL, Internet, 

4/5G 

Management On-Premise Cloud 

Hardware Proprietary Commoditized, Virtual 

Demands for Growth Branch to Data Center Cloud, Mobile, IoT, Edge 

Design Hairpin Through Data 

Center 

Direct User to Application 

Reliability  99.9% 99.999% 

Application Visibility  Probes & 3
rd

 Party Tools Built Into SD-WAN 

Router 

Table 1: Differences between WANs and SD-WANs 
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While SD-WANs are a significant improvement over todayôs WANs, there are drawbacks. The 

most significant challenge is that there isnôt an SD-WAN protocol standard. This results in all 

current solutions effectively being proprietary, which in-turn, results in vendor lock-in. There are 

also over 60 vendors in the market selling SD-WAN solutions, and Cisco, the traditional market 

leader, is lagging in this market thus opening the door for enterprises to evaluate alternative 

vendors. 

To design an SD-WAN, there are many architectural considerations. First, the business 

architecture defines the requirements and ownership of the solution, in which many enterprises 

are choosing a managed service. Second, the technical architecture is critical in designing the 

network underlay and the new SD-WAN overlay. Third, the security architecture involves 

moving towards a Zero Trust model that involves a more granular segmentation strategy and a 

decision as to where to provide the Internet offload. Fourth, a Unified Communication (UC) 

architecture is important since video consumes the majority of the network bandwidth and voice 

is one of the most critical and network sensitive applications. Finally, open source and IPv6 are 

future considerations for an enterprise SD-WAN strategy. 

 

Figure 1: Benefits of SD-WANs 
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Moving to SD-WAN is a significant network transformation. Many enterprises will try to bolt on 

SD-WAN to their existing Wide Area Network and that will limit their ability to take advantage 

of this new technology. The equivalent analogy is designing a new electric car from the ground 

up like Tesla versus bolting on an electric motor and battery to an existing car. We recommend 

the Tesla approach in this context. 

Introduction 

Wide Area Networks (WANs) connect users and devices across many locations to services, 

applications, and data that reside in data centers and cloud providers. Every 10 - 15 years, WANs 

go through a revolution on how they are designed and built. Early WANs used modems to 

transmit data over phone networks. Second generations used frame relay and ATM, and third 

generation WANs used MPLS. Software Defined WANs (SD-WANs) are the fourth and latest 

generation; they are transport agnostic, meaning they can use MPLS, Internet, Ethernet Private 

Line (EPL), and 4/5G cellular. 

Since the enterprise WAN is usually the bottleneck in delivering high performance, low latency 

applications, a lot of attention is given to reducing the bottleneck. Figure 2. shows users and 

devices on the left side and the services, applications, and data they consume on the right side 

with a WAN in the middle. 

 

Figure 2: WAN as the Bottleneck Between Users and the Applications They Consume 

Software is ñeating the worldò and has made its way to networking with Software Defined 

Networking (SDNs). Software Defined Wide Area Networks (SD-WANs) are a subset of SDNs 

and are getting market attention because WANs are a major bottleneck for enterprises and 

consume a large portion of the networking budget.   

Enterprise networks are a conglomeration of many different networks including data centers, 

branch offices, and campuses, each with their Local Area Network (LAN) and connected to the 

Internet, Cloud Service Providers, VPNs, and Partner networks. WANs are used by enterprises to 

create a private network that inter-connects all these locations and networks together as shown 

below in Figure 3.  
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Figure 3: A WAN Inter-Connecting Different Locations & Networks Together 

 

The enterprise WAN is typically 10% of the IT budget. The primary components of a WAN are: 

1) Access ï The last mile connectivity between a site and a network service provider. 

Traditionally this access was copper (T1, DSL, or DS-3), but in the last decade many 

sites have been connected with fiber. Cellular LTE and forthcoming 5G wireless 

connections are becoming more common. Access can be shared between many 

businesses in an area such as Internet DSL and Cable, or dedicated access. Access 

accounts for 60% of WAN costs and also are the most problematic as the local copper or 

fiber connections often get severed during construction or other projects. The old saying 

of a ñfiber seeking backhoeò applies here, creating interrupted services for a day or more. 

2) Transport ï The network service providerôs private network such as MPLS, EPL, 4/5G 

cellular, and dedicated Internet. Transport represents about 15% of WAN costs, and 

many enterprises report that the cost for private MPLS and dedicated Internet from the 

same service provider is the same. Many reports claim the savings of going to SD-WANs 

is in moving away from using MPLS. This is not the case: most of the savings are in 

going from dedicated access to shared access, such as a T1 MPLS to Internet DSL. 

3) Edge Router ï The hardware, software, and enhanced functions such as firewall security 

and/or WAN optimization to provide the network ñsteeringò and quality of service 

guarantees. Also, the management and troubleshooting tools are critical since the network 

is guilty of slowing an application down unless it is proven otherwise. This represents 
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about 15% of WAN costs. These costs are high in part because the enterprise routing 

market has been dominated by Cisco for two decades. 

4) People ï Architects, engineers, technicians, and project managers who design, build, and 

support a WAN are the final 10% of WAN costs. Depending on the business 

requirements, the sophistication of tools and automation, and the rate of change, 

enterprises find that they need one person for every 50 - 100 branch offices or 10 - 20 

inter-datacenter and cloud connections. 

Traditionally, the scope of the WAN was relatively straight forward since services, applications, 

and data were all housed in the companyôs data centers, 

all employees worked within one of the companyôs 

office sites and they used devices that were company 

owned and managed. But this is all changing with users 

being mobile and using their own devices while services, 

applications, and data are moving to the cloud. 

Furthermore, instead of just relying on private and 

expensive MPLS connections, enterprises have the 

options of using 4/5G wireless, EPL, and Internet with 

the options of dedicated or shared access. 

Low-latency application requirements will push MPLS and traditional network WAN 

architecture into the graveyard. In a hyper-converged digital world, milliseconds matter. People 

using virtual reality and self-driving cars require near instantaneous data, computing, and 

connectivity. The network latency required for the next generation of applications will shrink 

down to five milliseconds.  

Cloud 2.0 architectures will force a totally new network and security architecture. In todayôs 

enterprise networks, backhauling traffic to a central data center is common. Enterprises centrally 

deploy and manage VPNs, mobile device management, proxies, and private/public 

internetworking. They backhaul traffic since putting all the network security controls on the edge 

is too expensive. With highly distributed data centers in Cloud 2.0, security will also become 

more distributed. 
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Figure 4: Example of Backhauling in an Enterprise Network  

The cost of putting networking and security software at the edge of networks is dramatically 

falling as startups bring new approaches to the market. Instead of a network architecture of edge, 

distribution, and core ð where all the routing intelligence and security controls are at the 

distribution layer ð future network architectures will have an intelligent edge running on any 

commodity hardware/VM with no distribution layer. The core in this type of architecture is a 

superfast IP forwarding plane.  

Todayôs SD-WAN implementations perpetuate backhauling versus connecting users directly to 

the services they're consuming. SD-WANs use pre-

established (static) tunnels that add a 30% bandwidth 

overhead. In many cases, one of the tunnels goes to a 

cloud security stack which still forces backhauling, 

which is the bane of network architecture when every 

millisecond counts. 

The reason users experience slower cloud application 

performance in the office than they do at home is 

because of all the backhauling that occurs in the 

corporate network today. In one example, a contractor 

found downloading a 100-megabyte file from Office 365 SharePoint took two minutes and 10 

seconds in the office but only 13 seconds at home.  

From his office in Seattle, the contractor would log on to the VPN to gain access to the guest Wi-

Fi network, which had an IPsec tunnel to the Wi-Fi controller. The tunnel ran over an SD-WAN, 

through a data center 1,000 miles away, and then back out to the hosted O365 site in Seattle. The 

network latency at home was 8ms to O365, while in the office it was 52ms for small packets and 

77ms for large packets. The large packets were fragmented and also delayed by the encryption 

process of running through three different IPsec tunnels (VPN, Wi-Fi, and SD-WAN) even 

though the contractor had a secure TLS connection to O365. 
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Also, in Cloud 2.0, expect cloud providers to get into the networking market so they can ensure 

the performance and security of their applications all the way to the user. As every millisecond 

counts, cloud providers will rely on over-the-top (OTT) delivery using Internet transport to 

connect with their users and build private internetworks for their internal use. 

Why WANs Are Important, Unique, Growing, Yet Slow to Change 

WANs will continue to play an important role for all enterprises. While the Internet, a network of 

over 1,000 networks, interconnects everyone and everything, a private WAN is still required to 

ensure end-to-end network performance and security. Large cloud providers such as Google, 

Facebook, Amazon, and Microsoft have huge private WANs that are bigger than the large 

Network Service Providers (NSPs) such as AT&T, BT, and Tata. They use their private WAN to 

ensure the best performance, cost, and security for their services. 

The Network is More Than a Utility 

Many CIOs consider their IT infrastructure, including networking, to be the equivalent of a 

public utility. The Infrastructure as a Service (IaaS) market leaders Amazon, Microsoft, and 

maybe Oracle have furthered this notion with their on-demand, consumption-based offerings of 

compute and storage.  

Similar to Maslowôs hierarchy of needs at the physiological or basic needs level, the utility 

aspect of networking is just the foundation. Large enterprises and IaaS cloud providers that treat 

their networks as a utility tend to dramatically overbuild their network. They will then put their 

own layer 3 network, usually tunnel-based, on top to interconnect their layer 2 networks. These 

networks lack the end-to-end intelligence, security, and distribution that an all-layer 3 network 

that is session state aware, can provide. The network vision is to enable applications to 

dynamically and intelligently allocate bandwidth as required. 

Maslowôs hierarchy is a layered approach from the basic of human needs to self-actualization 

and achieving oneôs full potential. This same approach is analogous to the needs of an enterprise 

and its networks. 
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Figure 5: aŀǎƭƻǿΩǎ IƛŜǊŀǊŎƘȅ ƻŦ bŜŜŘǎκǘƘŜ bŜŜŘǎ ƻŦ ŀƴ 9ƴǘŜǊǇǊƛǎŜ ŀƴŘ ƛǘǎ bŜǘǿƻǊƪǎΦ 

Attributes of networks that make them more than a utility are: 

¶ Bidirectional  ɀ Being able to consume network traffic in both directions 

¶ Any-to-Any ɀ Ability to talk directly to any other device on the network 

¶ Multiple Delivery Options  ɀ Wireline and wireless across many paths, including the 

last mile 

¶ Intelligence  ɀ Providing QoS, rate limiting, and dynamic multi-path routing 

¶ Security Controls  ɀ Complex security controls including access, authentication, 
encryption, segmentation, and logging with a 

Zero Trust architecture 

¶ Application Aware  ɀ Understanding and 
optimizing the network for the applications 

that run on it 

The network first must have all the attributes of a utility 

such as high reliability, capacity on demand, and 

commoditized pricing. Then, the network must have the 

self-awareness and intelligence to dynamically allocate 

the network to user and application demands. 

A great application is defined by the user experience, 

and the only way to guarantee a great user experience is 

to ensure that the network is intelligent, not just a utility. 

https://talkingpointz.com/wp-content/uploads/2016/10/MaslowsQoS.png
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Why Every Enterprise WAN is Unique 

The future looks bright for network architects. Every enterprise WAN is unique, and this will 

continue, even as networking technology moves to 

software. It is estimated that Cisco and its resellers get 

over $50 billion in professional services revenue every 

year due to the customization and complexity of every 

enterprise network.  The global managed network 

services market is around $130 billion with a CAGR of 6 

- 7% 

Every enterprise network also comes with its own 

requirements and priorities. This reality means there is no 

such thing as a simple turnkey SD-WAN solution. In fact, WAN networking will get even more 

complex for several reasons:  

¶ A disappearing network perimeter with users, devices, services, applications, and data 
everywhere 

¶ Very low latency requirements to support virtual reality and other next generation, 

real-time applications 

¶ The need to be always available 24/7/365 

¶ Heavy bandwidth requirements driven by video that is always on including surveillance, 

virtual offices, remote monitoring in IoT, and augmented reality. 

Through SDNs, better orchestration tools, and market innovation, enterprise WANs will 

hopefully get simpler, but unlike compute and storage, each enterprise WAN will always be 

unique. Attributes that influence the architecture of every enterprise WAN include: 

1) Geographical Footprint ï The location of offices, partners, manufacturing, and the list 

goes on. Some businesses are concentrated in a small geographical area such as a hospital 

system that may have eight hospitals and 90 clinics in one county. Others are distributed 

all around the world. Local bandwidth is cheap, resulting in an enterprise network that 

tends to overbuild their network versus global bandwidth that is expensive and has high 

latency. The result is WANs that are tightly managed and utilize WAN optimization 

technologies. 

2) Business Vertical ï Enterprises with numerous small branch offices such as banks, 

insurance or commodity retail versus those with a few large sites such as manufacturing, 

pharmaceutical, higher education, etc. Some enterprises are a mix of both. Small branch 

offices utilize traditional copper-based access (T1/E1, DSL, Cable) while large sites have 

optical access at 1/100
th
 of the cost per Mbps. Organizations with a few large sites 

typically deploy a layer 1/2 WAN utilizing technologies such as VPLS, while the 

enterprise with thousands of small sites utilize layer 3 technologies such as MPLS or 

Internet VPN to scale. 
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3) Business Applications ï Some businesses are transaction-oriented, so their network 

bandwidth needs are simple. Other businesses are interaction-oriented and require video 

collaboration and sharing of very large CAD, MRI, or other large files, which consumes 

100x the bandwidth. The location of the applications ð in the cloud, private data center, 

or within the office ð impacts the network design. 

4) Security Policies ï The security position of being minimally compliant, industry 

standard or best in class has a direct correlation on network security requirements. 

Network access control, encrypting all data in motion, and network perimeter strategy (a 

few Internet exit points and trust the internal network versus zero trust networking) all 

impact the amount of network routing and efficiency of the network. Too many networks 

backhaul traffic when going from the enterprise network to the public Internet. Also, 

different industries have regulatory requirements that influence the security required, 

such as credit card transactions running on their own segmented network. 

5) Lifecycle Management ï Most enterprises have contracts with network service 

providers, along with network technology vendors, and they replace each contract in 

different six- to eight-year timeframes. Each major refresh and change calls for a 

significant investment in time and money, and each major change utilizes the 

technologies and products available at the time. A major network refresh takes three to 

four years. After such a refresh, an organization wants to harvest the investment for 

another three to four years. 

6) Organization Dynamics ï The decision makers and priorities of the decision makers are 

different. Some businesses centralize all IT infrastructures into a single team to try and 

get economies of scale, while others have IT controlled by each major business division. 

With centralized IT, some businesses charge back directly to each business division, 

while others use a shared pool business model. Different decision makers value cost, 

reliability, and performance differently which shapes the overall network architecture. 

7) Culture  ï IT architecture philosophy including: 

a. Best of breed versus single vendor  

b. A defined architecture versus project-by-project planning 

c. Treating the WAN as a utility versus business differentiating 

d. Insource versus outsource some or all network functions and/or management 

There are surely other factors that also contribute to making every enterprise WAN architecture 

unique. Networks are complex, and it is incumbent on every good network architect to keep 

things as simple as possible while also not trying to follow any preset design. IoT, Cloud, 

Mobile, and digital business are sure to keep network architects busy for the foreseeable future. 
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Figure 6: Example WAN that Inter-Connects Different Locations & Cloud Services 

In 2019, eight large U.S. retailers, encompassing over 2,000 stores, embarked on new SD-

WANs. Though each had thousands of branch offices in the U.S., their business objectives for 

moving to SD-WAN were vastly different, which resulted in vastly different architecture and 

solutions for each. Each used a different SD-WAN vendor, some chose to use LTE, and some 

chose to have local Internet breakout. Some relied on a third party for implementation and 

support while others did it internally. In the architecture section, all the options will be reviewed. 

The point is that going forward WANs will continue to be unique to every enterprise. In fact, 

with software, the ability to customize grows, enabling more uniqueness. 

Network Utilization Will Grow 5x by 2024 

Network architects need to budget and design their networks for peak busy hours of utilization, 

which will grow 5x in the next few years. Peak utilization is growing significantly faster than 

average utilization, driven by our real-time world that reacts to major events. 

Major events can be supply chain disruptions, failure of an assembly line, major weather system, 

a global pandemic, a product defect reported by multiple customers online, etc. When a major 

event occurs, people need to see what is going on and collaborate with others to manage the 

situation. It is at these critical moments that the network must have the capacity to handle real-

time and near real-time video, which will consume 95% of network bandwidth. 

One example of bandwidth growth is for contact center agents. Currently, enterprise network 

architects plan on utilizing an average of 200Kbps per agent with 140Kbps for applications 

delivered via a virtual desktop with 720dpi screen resolution and 60Kbps for Opus-based high-

quality voice. The busy hour is 2.5x busier than average call volumes. By 2024, as contact center 

agents utilize augmented reality and video-based customer interaction at a resolution of 1080dpi, 

the average bandwidth per agent is predicted to be 2Mbps. The busy hour will be 3.5x busier 

https://talkingpointz.com/video-will-break-your-new-software-defined-network/
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than average, driven by social media and near real-time events such as a sales promotion of a 

product/service or a defect. 

 

Figure 7: Average and Busy Hour Bandwidth in MBPS per Contact Center Agent 

According to Cisco, busy hour Internet traffic is forecasted to grow 5x by 2024, compared with 

average utilization which will grow 3x in this time period. 

2020 is also the timeframe where 5G cellular will become 

widely deployed and IoT is forecasted to grow from 6.5B 

to 30B devices. Network architects should adopt the 

following strategies to deal with this explosive growth: 

1. Overbuild network access ï For critical business 

sites and sites with over 50 people, ensure 

Ethernet access over fiber with the ability to easily 

grow from 10Mbps to 10Gbps. Broadband 

network access works only for smaller and non-

critical sites. 

2. On demand pricing ï Change telecom contracts from buying a peak amount of 

bandwidth to unlimited and bill based on 95
th
 percentile of utilization, which is the model 

used with inter-networking between service providers. 

3. Do not rely on a single network ï Instead of bringing in one to two networks, 

enterprises should connect to carrier neutral, co-location services. They should also take 

advantage of the 1,000+ global fiber networks and buy bandwidth at wholesale rates. 

4. Realize that CAC & QoS have limitations ï Dynamic and intelligent management of 

traffic when congestion occurs instead of random early packet drops. Not all critical 
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voice, video or application sessions are equal; some require a segmentation strategy 

based on security trust and business criticality, not just DSCP classification. 

5. Improve reporting & analytics  ï Instead of just monitoring utilization, tracking TCP & 

UDP packet drops, which is a better indicator of application performance than tracking 

bits per second. 

Too many network architects base bandwidth forecasting on average utilization. They then rely 

on call admission control and quality of service to manage traffic during the peak business hour. 

While this methodology worked in yesterdayôs transaction-based networks, future networks are 

interaction-based, which consumes 5x more bandwidth. 

Why Network Refreshes Take 3 - 4 Years  

Todayôs networks are very complex, and enterprises have been conservative in making any 

major changes, for fear of causing an outage that disrupts the business. Most network projects 

are tactical in nature to meet short-term needs such as adding another cloud provider and putting 

in firewalls in the internal network to improve security. This leads to further network complexity, 

higher costs, and a fragile environment that can break easily. Every so often, the network needs 

to be redesigned from the ground up. 

CIOs and business leaders are busy and will only decide to refresh the network if they are 

experiencing a lot of pain such as outages, poor application performance, or network 

hacks/attacks. Once a decision is made to refresh the network, the process starts. 

This is the standard process that enterprises go through to upgrade their network: 

1) Get Resources ï 3 - 6 months ï The existing network team still needs to manage the 

day-to-day needs of the business and to fix ongoing outages while supporting new 

applications. Hiring a team can take upwards of a year since these resources are scarce in 

the market and bringing in contractors or managed service partners means that a lot of the 

knowledge will walk out the door at some point.  

2) Define requirements ï 2 - 4 months - Interview business leaders, IT architects, network 

managers, and IT operations for what the network requirements are currently and in the 

future. While this can appear at a high level to be fairly easy, every company has 

different requirements and different priorities, which makes this step very important, time 

consuming, and feeds into the next step. 

3) Issue RFPs ï 6 - 12 months ï Issue RFPs to carriers and network equipment providers to 

get a sense of the right services, equipment, and professional services. This process can 

be as much political as technical. Select 1-2 network service providers and 1 - 4 network 

equipment providers (routers, firewalls, IPS, WAN optimization). 

4) Create an Architecture ï 3 - 6 monthsï Architecture creates a blueprint that all stake 

holders can understand for a design that has competing priorities. Cost, reliability, 
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performance, security, and operational simplicity are competing priorities, and gaining 

consensus takes time for people to understand the trade-offs and come to consensus. 

5) Pilot ï 3 - 4 months ï Test and pilot services and products to ensure they deliver as 

advertised. This is especially important for new technologies such as SD-WAN. Besides 

making it work, ensure the administration and operational troubleshooting and reporting 

tools are in place. Many organizations do this step last, not first, and experience a lot of 

pain in their migration. 

6) Implementation ï 9 - 18 months ï This always takes longer than planned because: 

a. Change ï The business requirements, leadership, and markets change on a 

regular basis. Enterprises are notoriously bad at multi-year projects with priorities, 

re-organizations, and budgets changing each year. 

b. Outages ï Impacts to business from outages can grind a project to a halt and 

require the review of everything ï architecture, vendors, staff, and operations 

model. 

c. Resources ï Because of the complexity and hardware centric nature of networks, 

they require a high touch implementation with both central and on-site resources. 

Coordinating resources on project plans that can fluctuate is a nightmare and most 

upgrades require 50% more resources than were planned.  

7) Operations ï 3 - 6 months ï Getting the day-to-day processes, reporting, and change 

management with the new infrastructure and handing it off the existing IT operations 

team to take the support calls. 

8) Retiring the old network ï 3 - 6 months ï While 

this may sound obvious, fully retiring something 

within enterprise IT is difficult. There is always 

one feature or application that is better on the 

legacy environment due to years of tuning. Plus, 

taking out the old equipment and finding things 

that were not identified in the discovery and 

requirements process. 

Going forward, a 3 to 4-year implementation is not 

acceptable.  Networks, like businesses need to be elastic 

and scale up and down as required.  One of the great things about moving networks to a software 

model is being able to separate them from the underlying hardware.  As more network routing 

and security need to be done, the associated virtual hardware can scale as required.   
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The Promise of SD-WANs 

SD-WANs are not a technology looking for a business problem, but business problems needing a 

better way of interconnecting sites and networks. These sites can be office buildings, private 

homes, the over 1,000 cloud providers, partner locations, and/or retail stores. There are a tsunami 

of business drivers coming, along with a number of networking inhibitors that are forcing 

organizations to turn to a more revolutionary transformation of their WAN versus the evolution 

that has occurred to date. 

 

Figure 8: Tsunami Converging on Legacy WANs 

Figure 8 shows on the left, the tsunami of requirements from IoT to Always on Collaboration 

that are driving additional WAN performance and security requirements. On the right, all the 

tactical, point protocols, overlays, and associated middle boxes that make todayôs WANs 

complex and costly. 

 

Why SD-WANs? 

The promise of SD-WANs is to be hardware, 

transport, service provider, and software SD-WAN 

vendor agnostic. SD-WANs provide improved 

network performance and security as applications 

can be hosted anywhere in the cloud and users are 

mobile and everywhere. The software part means 
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that routing and security can be run on commodity hardware, virtualized infrastructure, or within 

a cloud hosted environment.   

SD-WANs are transforming networks and empowering enterprises to make their WANs: 

1) Faster   

a. Greater network performance by directly routing users and devices to services, 

applications, and data without backhauling and the associated latency. Being 

transport agnostic allows enterprises to buy bandwidth cheaper and remove the 

bottleneck of the traditional WAN. SD-WANs are application aware and can 

provide sub-second rerouting to a better path during a brown or blackout of one of 

the network links. 

b. Agile ï Near real-time changes and the elasticity to grow and shrink as workloads 

and associated business requirements change in this digital world.  Gone are the 

days of fixed contracts and designs that inhibited flexibility.   

2) Better   

a. Automated ï Simple with zero touch provisioning and more automation with 

GUI-based management systems and doing away with the CLI. 

b. Integrated ï DevOps tools so that networking bandwidth and associated routing 

and security policies can be provisioned dynamically as compute and storage 

change. 

c. Highly Reliable ï Moving from 99.95% to 99.999% reliability where the 

network downtime to a site moves from 4.38 hours a year to 5.26 minutes. 

24/7/365 digital businesses need to be working at all times and that failover from 

one network to another now needs to be less than 2 seconds. 

3) Cheaper   

a. Lower operational expenses ï Being service provider and transport agnostic, 

which means that instead of just using 1 - 2 NSPs and MPLS only, an enterprise 

can choose one of thousands of NSPs that has the best network at the best price in 

a given region, as well as mix and match MPLS, Internet, EPL, 4/5G Cellular. 

Lower maintenance costs and fewer human resources with automation also 

provide some operational savings. 

b. Lower capital expenses ï Hardware agnostic and running on commodity 

hardware, virtual machines, and/or in the cloud.  

4) More Secure   

a. Zero trust architecture ï Providing 1:1 micro-segmentation between users and 

devices communicating with services, applications, and data. Whitelist security 

policies of what is allowed in a least privileged model instead of a blacklist model 
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that defines where network traffic cannot 

go. Anomaly detection provides early 

detection if a user is misbehaving or a 

device has been infected with malware. 

b. Encrypting data in motion ï Ensuring 

that all data on the WAN is encrypted, 

whether it is at the application layer using 

TLS or at the network layer using IPsec or 

other network encryption algorithm. 

Digital enterprises are utilizing cloud, mobility, IoT, and 

edge computing to disrupt their markets by driving 

innovation and speed. This in turn is driving enterprises 

to rethink how to design, build, and operate their WANs 

that connect their users (customers, partners, and employees) and associated devices with 

services, applications, and data which reside everywhere in the cloud and need to be available at 

all times. 

Architecture Todayôs WAN Tomorrowôs SD-WAN 

Security Model Perimeter and Trusted Inside Zero Trust, w/o Borders 

Routing Policy & SLAs Static & Based on Link Dynamic & Based on Apps 

Provisioning Manual Automated & Zero Touch 

Service Provider Few Selected Providers Any Provider 

Capacity Allocation Purchased in Advanced Elastic, On-Demand 

Transport MPLS MPLS, EPL, Internet, 4/5G 

Management On-Premise Cloud 

Hardware Proprietary Commoditized, Virtual 

Demands for Growth Branch to Data Center Cloud, Mobile, IoT, Edge 

Design Hairpin Through Data Center Direct User to Application 

Reliability 99.9% 99.999% 

Application Visibility Probes & 3
rd

 Party Tools Built Into the SD-WAN Router 
Table 2: /ƻƳǇŀǊƛǎƻƴ ƻŦ ¢ƻŘŀȅΩǎ ²!b ǾŜǊǎǳǎ ¢ƻƳƻǊǊƻǿΩǎ {5-WAN Architecture 

Many business leaders express frustration with how slow, rigid, and expensive the enterprise 

network is compared to what they experience on their home network. With the rise of shadow IT, 

networking is the last thing that enterprise IT controls end-to-end. But if enterprise IT does not 

provide an elastic, agile, cost-effective network that inter-connects everything dynamically, then 

business leaders will look for alternative options, such as having the cloud provider deliver both 

their service and the network. 

Elasticity is one of the advantages of the cloud and something that business leaders also expect in 

their network. A common network elastic billing method is 95th percentile based - Burstable 

billing. Attributes of network elasticity are: 

https://en.wikipedia.org/wiki/Burstable_billing
https://en.wikipedia.org/wiki/Burstable_billing
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¶ Ability to scale up and down within seconds  automatically based on demand/load 

¶ Paying for what is consumed/used/needed  without any long-term 

contracts/commitments 

¶ Hyper -connected  with the fiber and cross-connects that are already in place at 

hundreds of global co-locations to thousands of service providers (network & cloud) 

Application-Centric Networking to Make Your Network Faster and More Reliable 

Every critical application on an enterprise network needs additional intelligent and dynamic 

network services to optimize performance and ensure security. In the enterprise, best-effort 

networking isnôt good enough. An enterprise has to add services on top of its common 

underlying IP network to support the specific requirements of critical applications. For 

performance and security, these requirements include: 

1) Performance 

¶ Quality ï Especially for external voice along with video and web conferencing 

¶ Reliability  ï 99.999% uptime in this digital 24/7 business world 

¶ Measurements ï Being able to monitor and track performance 

2) Security 

¶ Regulations ï Being in compliance with HIPAA, PCI, GDPR, and others 

¶ Protecting Data ï Consumer, financial, private, confidential, regulated  

¶ Control ï HR and business rules on what employees and application can do 

Todayôs IP networks segment local traffic into VLANs and then over the WAN, assign specific 

QoS classes and VRFs to optimize TCP/UDP flows, and in the data center use VxLAN for 

segmentation and rely on overbuilding for QoS. A few examples of todayôs segmented networks 

are:  

1. Voice ï Real-time communication with its own network 

2. Telepresence ï Immersive room-based video systems 

3. Payments ï Credit-card authorizations  

4. Guest WiFi ï Non-employee network access 

The problem with todayôs hodge-podge of technologies is that it doesnôt allow an end-to-end 

view, which is becoming especially critical since mobile users and cloud-based applications are 

on different networks. To solve this problem, networks must become more intelligent. 

Intelligence comes by moving up the stack to Layer 5, the session layer, where intelligent 

services reside (see diagram below for an overview of the OSI model and the services provided 

in the session layer). 
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The session layer, the most critical layer for an intelligent Application Centric Network (ACN), 

provides the glue between applications and lower-level network functions.  

 

 

Figure 9: OSI Reference Model 

The Session layer provides the mechanism for opening, closing, and managing a session between 

end users and applications. Sessions are stateful and end-to-end, which provides more granular 

network and security controls for application services. Firewalls, proxies, session border 

controllers, WAN optimization devices, load balancers, and caching/content delivery networks 

all manage the network state and provide higher-level networking and security functions. Instead 

of requiring the need to bolt on all these ñmiddleboxes,ò network routers must provide these 

functions natively in next-generation networks. 

A sample of services at the session layer fall into the same buckets of: 

1) Security 

a. Signaling ï Ability to request and secure network resources at the start of a 

session, which is a requirement for zero-trust networking 
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b. Identity Management ï Integrating with directories to be able to verify users and 

devices 

c. Segmentation ï The rules on who is allowed to access what, and keeping the 

attack surface to a minimum 

d. Encryption ï End-to-end TLS and key management  

e. Anomaly Detection ï Understanding network use with alerts on misuse or 

malware 

2) Performance 

a. Optimization  ï Managing TCP/UDP flows such as window sizing and rate 

limiting 

b. Prioritization  ï Dynamic network prioritization and controls, not only at the start 

of the session but throughout the entire session as other sessions come and go 

c. Intelligent Routing  ï Using multiple paths with mid-session stateful failover 

d. Content Distribution ï Multi -cast support to distribute videos and files and 

supporting content at the edge of networks 

e. Address Abstraction ï Mapping the naming schema used in applications and 

directories to network IPv4/6 addresses and TCP/UDP port numbers 

f. Session Detail Records ï Monitoring and managing how network resources are 

consumed and accounting for network usage for planning and billing purposes 

A lot of the focus of the SD-WAN market is to provide the glue between applications and the 

network. The challenge is that SD-WANs use tunnels and overlays such as IPsec and VXLAN, 

which are Layer 2 and Layer 3 based. These overlays donôt work well through firewall/NAT 

boundaries, so they lack end-to-end user-to-application performance and security controls. SD-

WAN vendors also partner with the session players to provide many of the stateful, intelligent 

network services, but finding one that provides all services is difficult. 

Some will argue that intelligent routing is a Layer 3 function such as using BGP. While routing 

is a Layer 3 function, intelligent routing has state and end-to-end performance as well as security 

controls. For instance, if a link has a burst of errors or high jitter, a Layer 3 routing protocol will 

not re-route the application unless the link goes down. Layer 3 routers prioritize BGP keepalive 

packets that monitor a link health at the highest level, and thus are not impacted by network 

congestion, just network outages. 

Just like next-generation firewalls are moving further up the stack, next-generation networking is 

doing the same. The ACN provides all the intelligent session layer features each critical 

application requires to ensure performance and security requirements are met. 
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Intent Based Networking to Make Your Network Better 

One of the many (oh so many) ñholy grailsò for IP networking is the ability for an application to 

automatically request network resources and security. Intent-based networking (IBN) is the latest 

iteration, following past failures such as RSVP, IGMP, and NSIS. Weôll now describe what 

Intent-based networking is, how is benefits the enterprise and how it benefits the organization 

and barriers to success. 

Intent-Based Networking Defined  

1) Translation and Validation ï The system takes a higher-level business policy (what) as 

input from end users and converts it to the necessary network configuration (how).  

2) Automated Implementation ï The system configures the appropriate network changes 

(how) across existing network infrastructure via network automation and/or orchestration. 

3) Awareness of Network State ï The system ingests real-time network status for systems 

under its administrative control and is protocol and transport-agnostic. 

4) Assurance and Dynamic Optimization/Remediation ï The system continuously 

validates (in real time) that the original business intent of the system is being met and can 

take corrective actions (such as blocking traffic, modifying network capacity, or 

notifying) when desired intent is not met. 

 

Figure 10: Intent Based Networking Framework 

A few reasons why IBN will not work unless major network changes are made: 

1) Network Address Translation (NAT) Boundaries ï Users and the applications they 

consume are on different networks a majority of the time. These networks are separated 

by firewalls and NAT boundaries, such as IPv4 and IPv6, and lose their end-to-end 
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session-state awareness and controls, along with the ability to identify the traffic based on 

the initial source IP address. 

2) Non-Granular Differentiated Services Code Points ï A packet header value that is 

used for the Quality of Service requested for traffic, such as high priority or best effort 

delivery. The challenge with this is that a lot of the traffic on the network looks the same 

being either encrypted with TLS or video traffic. For instance, a room-based video 

between executives can have the same DHCP marking of AF41 just like a desktop video 

session between two coworkers. 

3) Lost in Translation Between Network Numbers and Application Words ï Ethernet 

and IP addressing are based on numbers and application use words for their programming 

logic. Translating between the two is difficult, with the added difficulties of NAT listed 

above and data center networks where north/south traffic may be IP address-based and 

east/west traffic is Ethernet address-based. 

4) Access Control List (ACL) Hell ï The underlying network is still controlled by many 

devices (routers, firewalls, load balancers, WAN optimizers) with each using ACLs to 

control network performance and security, hop-by-hop. Because a given ACL only 

applies to devices with a contiguous address space, the same ACL may be used on 

thousands of routers to control the same service across many disparate networks. IBN 

masks the underlying network complexity with orchestration tools, but it does not solve 

the fundamental IP networking problem.  

5) Signaling ï In order for an application to request network resources and security, a 

signaling mechanism needs to be used prior to the application using the network. While 

Cisco recently announced their plans on IBN, they do not have a signaling mechanism in 

their routers and firewalls. 

Many SD-WAN vendors are using flows and session to help address the above limitations to 

automation and simplification in todayôs WANs. Some of the key enablers include: 

1) Session-Ori entation ï Unlike a network flow, a network session has a unique session ID 

that enables it to pass routing and security policies through NAT boundaries and provide 

end-to-end network control and monitoring. Session Detailed Records provide the 

industryôs best network performance and security analytics. 

2) Named Services ï Define all applications, services, and users on the network using 

words based on tenants and services. This naming scheme allows for granular network 

controls that are hierarchal and can be easily read by humans and machines. Address-

independent routing provides location-independent services and user mobility. 

3) Single Software Stack ï Access all network functions (routing, firewall, load balancing, 

WAN optimization) in a single software stack that has Netconf and REST APIs that are 

easily controlled by SDN orchestration tools such as Ansible and Puppet. 
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SD-WAN platforms are relying on automation and a GUI to make networking simpler. The goal 

is to get away from the complex Command Line Interface (CLI).  Some vendors have been more 

successful at doing this than others. 

Reduce WAN Costs by 50% To Make Your Network Cheaper 

Just like SIP trunking cut voice transport costs by 50%, SD-WAN can do the same, which is why 

thereôs so much hype. There have been enough business case proposals and implementations of 

SD-WAN to be able to put a stake in the ground that SD-WANs can cut WAN costs in half. 

Typically, WAN costs are about 10% of an enterpriseôs overall IT budget. Anytime a project can 

save money, improve performance, increase reliability, 

and provide additional security controls, it would seem 

that it would be a slam dunk. 

But just like with SIP trunking 10 years ago, there are 

many who are still reluctant to believe the magnitude of 

opportunity with SD-WAN. If you talk to sourcing 

managers, some of them think that issuing an RFP for 

traditional WAN services will save 25% and that implementation costs to move to SD-WAN do 

not outweigh the risks and effort. If you talk with network engineers, they tend to see the SD-

WAN opportunity only for small sites where broadband Internet can deliver enough bandwidth 

and replace T1/MPLS. Many do not see large sites that require greater than 500Mbps as 

appropriate targets for SD-WAN. 

 

 

Figure 11: ¢ƻŘŀȅΩǎ ²!b /ƻǎǘ .reakdown 
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These are the primary, pragmatic steps U.S. enterprises can take to achieve savings in the 50% 

range. TechVisionôs Top 4 Cost Saving Principles are listed and described in rank order as 

follows: 

1) Buy Wholesale Access and Be NSP Independent ï No one network service provider 

has complete coverage. Access, whether fiber or copper, is 60% of WAN costs. Network, 

fiber, and Internet service providers sell access to others at wholesale rates that are 

significantly less than heavily discounted retail rates. Earthlink (now Windstream), 

Global Capacity (now GTT), and Mettel are examples of Virtual Network Operators 

(VNOs) that buy wholesale network access and can turn around and provide an enterprise 

a single entity to work with for ordering, installing, support, and billing. Large enterprises 

can buy wholesale bandwidth at large carrier-neutral colocation providers like Equinix, 

CoreSite, and Cologix, including wholesale access to large cloud providers (IaaS, SaaS, 

UC/CCaaS). This is a model wherein an enterprise goes to the ~1,000 fiber networks 

versus bringing in one or two network service providers. 

2) Be Transport Service Agnostic ï SD-WAN software provides an overlay for routing 

and segmentation that allows for any-to-any connectivity over a bunch of different 

transport types. Ethernet Private Line (EPL), VPLS, MPLS, Internet, LTE, satellite, and 

fixed wireless/5G are all options depending on the size and reliability requirements at a 

site. Most applications that run the business are lower bandwidth transactions. High-

bandwidth applications are those used to manage the business ð typically collaboration 

applications. Some retail stores run on LTE or satellite after a fiber-seeking backhoe has 

cut the primary link. Also, for high-bandwidth sites, EPL is typically 25% less expensive 

than MPLS. 
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3) Commodity Hardware & Software ï Thanks to Intel DPDK and AES-NI as well as 

initiatives from the opensource community such as FD.io, the cost of WAN hardware and 

software is a fraction of what it used to be. In the branch office, the router and security 

software can run on the same hardware as the print server and other services. The need to 

have specific hardware just for WAN routing has gone away. This concept is hard for 

many enterprises organizationally because of the divide between who owns/manages the 

hardware versus the services. Giving the network team the ability to own and manage the 

hardware is one reason why 90% of early SD-WAN implementations are on appliances. 

Many of the new SD-WAN vendors have the foundation of their software with 

opensource components and have pricing and 

business models that are 75% less than the 

traditional router. Same goes with support costs. 

4) Automation ï Zero touch provisioning and 

automating network changes helps reduce the 

number of people required to install, manage, and 

support a WAN. One thing that most SD-WAN 

platforms do well is enable dynamic traffic routing 

over the best path, and when congestion or outages 

occur, traffic is automatically routed to a better 

path. 

Cloud providers use the above principals to build their 

WANs. Enterprises should take a page from the cloud 

providersô book and follow these principles in getting 

faster, better, cheaper, and more secure solutions versus 

having to make a trade-off. The days of buying 

technology and services from just a few well-established 

vendors are coming to an end. 

SIP trunking uptake was initially slow since there were no 

turnkey solutions and companies had to add a new SBC vendor, and carriers offering the biggest 

savings were the tier 2 and 3 carriers. The SD-WAN market is similar today: the biggest savings 

are not coming from the well-established vendorséyet. 

Zero Trust Security to make your Network More Secure 

With Zero Trust Networking and Secure Access Service Edge (SASE) becoming more 

important, many parties are interested in how to incorporate these concepts into their open and 

modular SD-WAN solution. 

The basic Zero Trust Networking concept is that we stop malicious 

traffic before it even gets on the IP network. In this world of mobile 

users, billions of connected things, and public cloud applications 

everywhere ð not to mention the growing sophistication of hackers 
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and malware ð the Zero Trust movement is the new reality. As the name suggests, Zero Trust 

means no trusted perimeter ð everything is untrusted and, even after authentication and 

authorization, a device or user only receives least privileged access. This is necessary to stop all 

these potential security breaches. 

Zero Trust networking (ZTN) is the application of the zero trust principles to enterprise and 

government agency IP networks. Among other things, ZTN integrates IAM into IP routing and 

prohibits establishment of a single TCP/UDP session without prior authentication and 

authorization. Once a session is established, ZTN ensures all traffic in motion is encrypted. 

To put in context of a common analogy, think of our road systems as a network and the cars and 

trucks on it as IP packets. Today, anyone can leave his or her house and drive to your home and 

come up your driveway. That driver may not have a key to get into your home, but he or she can 

case it and wait for an opportunity to enter. In a Zero Trust world, no one can leave their house to 

travel over the roads to your home without prior authentication and authorization. This is whatôs 

required in the digital, virtual world to ensure security. 

In the voice world, we use signaling to establish the authentication and authorization prior to 

connecting the call. In the data world, this can be done with TCP/UDP sessions, and in many 

cases, in conjunction with Transport Layer Security, or TLS. The problem is that IP routing 

hasnôt evolved since the mid ó90s. IP routing protocols such as Border Gateway Protocol are 

standalone; they donôt integrate with directories. Network admission control (NAC) is an earlier 

attempt to add IAM to networking, but it requires a client and assumes a trusted perimeter. NAC 

is IP address-based, not TCP/UDP session state-based.  

The solution is to make IP routing more intelligent and bring it up to the OSI stack to Layer 5 

where security and session state reside. The next generation of software defined networks are 

taking a more intelligent approach to networking with the Layer 5 security and performance 

functions. 

Over time, organizations have added firewalls, session border controllers, WAN optimizers, and 

load balancers to networks for their ability to manage session state and provide intelligent 

performance and security controls required in todayôs networks. For instance, firewalls stop 

malicious traffic in the middle of a network and do nothing within a Layer 2 broadcast domain.  

Every organization has directory services based on IAM that define who is allowed access to 

what. ZTN takes this further by embedding this information into the network and enabling 

malicious traffic to be stopped at the source. 

Another great feature of ZTN is anomaly detection. When a device starts trying to communicate 

with other devices, services, or applications to which it doesnôt have permission, an alert can be 

generated. Hackers use a process of discovery, identification, and targeting to break into systems; 

with Zero Trust, you can prevent them from starting the initial discovery.  For more information 

on ZTN, see the ñZero Trust Networkingò report published in 2018.  We expect an update on this 

subject later this year. 
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Existing network approaches do not provide the levels of security and access control digital 

enterprises require. There is a demand for immediate access for users, no matter where they are 

located or which device they are on, in a way that meets all the security requirements. For too 

long, network routing and security have been separated. 

Merging them together in an open and modular way 

creates synergies over and above stacking the two 

together using Network Function Virtualization. 

One of the advantages of SASE is modularity and using 

only the security components required instead of the 

entire security stack that comes with todayôs next 

generation firewalls. For instance, an enterprise can 

provide internet off-load at a campus location and create 

a policy that if the site is on the whitelist of approved 

sites and the application is TLS authenticated and 

encrypted with a validated certificate, then the user can 

route directly to the application such as Office365 or 

WebEx. All other traffic will then be directed to a more 

robust security stack that provides web filtering, sandboxing, DNS security, credential theft 

prevention, data loss prevention, and next-generation firewall policies. 

Open and modular routing and security capabilities will enable: 

1. Flexibility : Using what is required versus a full bloated software stack. 

2. Cost savings: Instead of buying and managing multiple point products, utilizing a 

single platform will dramatically reduce your costs and IT resources. 

3. Increased security: A Zero Trust approach to the cloud removes trust assumptions 

when users, devices, and applications connect. A SASE solution will provide 

complete session protection, regardless of whether a user is on or off the corporate 

network. 

4. Data protection: Implementing data protection policies within a SASE framework 

helps prevent unauthorized access and abuse of sensitive data.  

SD-WANs are built on overlays such as IPsec in order to get an IP packet to route across a path 

that the native/original IP header cannot do along with providing path security via encryption. 

VxLAN is another overlay used by some SD-WAN vendors to provide segmentation and 

encapsulation over and above what one can do with a standard IP packet. 

VxLAN offers a hierarchal, end-to-end method to segment network traffic to provide the 

performance and security controls that digital enterprises are demanding. While there is no 

overall SD-WAN protocol standard, VxLAN is an industry standard that can be used in data 

centers, cloud providers, campus, branch-office, and VPN solutions. 

Why is VxLAN important? Two of the core reasons follow: 
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1) Scalability  ï Traditional VLANs only scale to 4,096 unique networks within a domain. 

With Zero Trust requiring 1:1 micro-segmentation between users, devices, services, 

applications, and data, traditional VLANs do not scale. Security these days is not just 

about north/south segmentation, but east/west and micro-segmentation. VxLAN scales to 

16 million unique networks within a domain. 

2) Blending Virtual & Physical Networks ï The VXLAN VTEP can be implemented in 

both virtual and physical switches allowing the virtual network to map to physical 

resources and network services. VXLAN Tunnel End Points (VTEP) which perform the 

encapsulation/de-encapsulation. 

The ñsecret sauceò in utilizing VxLAN to provide a ZTN/SASE will be mapping Identity and 

Access Management (IAM) directories to VxLAN. Directory Enabled Networking (DEN) has 

been around for decades, but has never taken off, in part because of scalability challenges, which 

is the same reason routers do not manage session state like firewalls do. But as networking and 

routing move to all software and platforms can scale horizontally, scalability is no longer an 

issue. 

SD-WAN Business Drivers 

The digital enterprise is taking advantage of IoT, AI, 

Video Everywhere, and social enabling greater employee 

productivity, automation, efficiencies, and speed to 

market. Besides making WANs faster, better, cheaper, 

and more secure, the SD-WAN market is being driven by 

an explosion in applications, video, big data, and more 

security. Figure 12 below summarizes these drivers. 
























































































































